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Abstract—A typical approach utilized for automated test case generation is to create a model of the implementation under test. Extended Finite State Machine (EFSM) is among the most popular models for model-based testing. However, automated test case generation on EFSM models is still a challenge task as a result of the fact that an EFSM model may contain infeasible paths. In this article we present a novel approach that combines static analysis and dynamic analysis techniques to address the problems of path infeasibility in the process of test case generation on EFSM models. A metric is presented for the purpose of finding a path subset that has few paths, long path length and goodness feasibility to meet adequacy coverage criteria. In addition, we develop an executable model to obtain run-time information feedback and introduce the Scatter Search into test case generation. Based on the executable model, the expected outputs associated with test data are also collected for construction of test oracles automatically. The experimental results show that our approach has good effectiveness for test case generation on EFSM models, and the method that combines static analysis and dynamic analysis can speed up the process of test case generation greatly.

Keywords- test case generation, EFSM model-based testing, executable model, path feasibility analysis, test oracle

I. INTRODUCTION

A typical approach utilized for automated test case generation is to create a model of the implementation and use the model to generate test case [1]. Finite State Machine (FSM) and Extended Finite State Machine (EFSM) are most popular models for the purpose of model-based testing. However, FSM model can only represent the control part of a system while Extended Finite State Machine (EFSM) Model is an enhanced model of FSM that consists of states, variables and predicate among transitions can express both control flow and data flow of system. Unfortunately, although lots of automated test case generation methods for FSM models have been developed, test case generation for the EFSM models is still a challenging work.

In general, one of the challenges of automated test case generation on EFSM is the infeasible path problem, due to correlation of some transitions. The detection of an infeasible path is generally undecidable [2]. To the best of our knowledge, this is the first study to propose an approach to detect a large number of infeasible paths in the EFSM automatically. Moreover, generating test data to cover a given feasible path in an EFSM model is another challenging task [3]. Although some research has been done in the field of model-based testing, automated test data generation on an EFSM model is far from mature. Additionally, little attention has been paid to consider the automated test oracle creation for an EFSM model.

In this article, we present a novel approach for test case generation which takes the opportunity to bypass infeasible paths and meet adequacy coverage criterion as much as possible. The approach combines static analysis and dynamic analysis techniques to cover all transitions of the model with less paths which have a good probability of being feasible. Additionally, we develop an executable model such that run-time information feedback and the Scatter Search algorithm can be utilized to guide the test data generation process directly. Another advantage of using an executable model is that the test oracle can be created automatically.

In the first step, we generate a candidate set of paths with loops (including self-loops) from the EFSM model and present a metric through static analysis to evaluate the feasibility of a path and transition coverage of the model. Then, paths in the candidate set are sorted by the evaluation value and some infeasible paths identified are removed to facilitate test data generation in the next step. However, static analysis may be too coarse to detect infeasible paths in some cases. Thus, a dynamic analysis method, based on meta-heuristic techniques, is utilized to detect infeasible paths during the test data generation.

In the second step, we develop an executable model by means of semantic analysis of expressions, therefore the run-time information feedback technique and scatter search algorithm can be utilized to guide the test case generation process directly. Furthermore, the expected outputs associated with test data are also collected to construct the test oracle automatically. Finally, test data and test oracles are combined into complete test cases. In order to achieve specified coverage criterion, a subset of paths which generated test cases successfully and met specified coverage criterion are selected from the candidate set of paths.

The main contributions of this article are embodied in the following three aspects:

1. Static analysis and dynamic analysis techniques are combined to avoid infeasible paths as much as possible in the test case generation process and to satisfy test coverage criteria.

2. We develop an executable EFSM model via semantic analysis of expressions to support run-time information feedback to generate test cases. Test oracles associated with the
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test data could be generated automatically, such that complete test cases are generated.

3. An experiment is designed and implemented to evaluate our approach. The experimental results confirm that our approach can speed up the process of test case generation greatly.

The remainder of this article is organized as follows: Section II introduces the basic concept of an EFSM model; Section III presents our approach of test case generation in detail; the experiments are described in Section IV; Section V reviews related work; Section VI concludes this article and provides some possible opportunities for future research.

II. PRELIMINARIES

An EFSM is a 6-tuple $M=\langle S, s_0, V, I, O, T \rangle$ where $S$ is a finite states set of a model, $s_0 \in S$ is the initial state of a model, $V$ is finite set of internal variables, $I$ is set of input declarations, $O$ is set of output declarations and $T$ is finite set of transitions. Each transition $t \in T$ is also a 6-tuple: $T=\langle s_i, s_j, a_i, o_i, P_t, A_t \rangle$ where $s_i$ is start state of $t$, $s_j$ is end state of $t$, $a_i$ is an input symbol where $a_i \in I$, $o_i$ is output symbols where $o_i \in O$, $P_t$ is a predicate operations on the current variable values and $A_t$ is a sequential operations, e.g. output or assignment statements. $P_t$ and $A_t$ are also known as Guard and Action, respectively.

At the beginning, the model is at an initial state $s_0 \in S$ with initial variable values $x_0$. On the assumption that the machine is at the state $s_i$ with the current variable values $x_i$. If model receiving input $a_i$ or input event, and $x_i$ is valid for $P_t$, e.g. $P_t(x_i)=true$, then $M$ triggers the transition $t$ and moves to the state $s_j$. In the process of transition, current variable values are changed by action $A_t$ and output variable values or output events may also be produced. Some transitions may have no associated predicate conditions, while some may have complex conditions that are difficult to be satisfied and some transition paths may be infeasible. The presence of such infeasible transition paths creates difficulties for automated test case generation for an EFSM model. In addition, some models contain both a start state and exit states, while some models are free of exit states.

An EFSM is deterministic if for any group of transition has the same input that leave a state, it is impossible to satisfy the guards of more than one transition at the same time in this transition group[4], otherwise the EFSM model is non-deterministic. In this article, we assume that the EFSM representation of the specification is deterministic and that the initial state is always reachable from any state through Reset operation.

III. OUR APPROACH

3.1 Candidate Path Set Generation Algorithm

The process of our approach to generate test cases from an EFSM can be split into two steps: first is to generate a candidate set of paths with loops (including self-loops) from the initial state on an EFSM model in order to satisfy the test coverage criteria and then produce test data for selected paths with the highest likelihood of feasibility. However, the generated paths may be infinite since it is possible to contain infinite loops. Consequently, we import a constraint condition that just contains loops or self-loops only one time to generate paths by means of our candidate paths set generation algorithm. This algorithm can also conveniently expand to generate paths that contain a certain number of loops (self-loops).

For the complexity of an EFSM model, in some cases more than two transitions associate with the same start state and end state and these transitions may be event-driven, in contrast to code-based testing where only the true and false branch of a node are verified, which is the reason for generating paths in advance for path-oriented testing on an EFSM model. For example, in the Figure 1, there are three self-loops transitions $\langle t_{12}, t_{13}, t_{14} \rangle$ from start state $s_1$ to end state $s_1$ (start state and end state can also different). Hence, it is necessary to transform state paths into transition paths by a combination algorithm.

**Definition 1:** A state path (SP) on an EFSM model is a sequence of states, that is $s_1s_2 ... s_n$, such that there are transitions from state $s_i$ to $s_{i+1}$, where $1 \leq i \leq n-1$.

**Definition 2:** A transition path (TP) on an EFSM model is a sequence of transitions $t_1t_2 ... t_n$, where every transition starts from the state that the previous transition finished.

We use the initial state of the EFSM model as the initial state of all generated paths for testing since the EFSM model is in the start state and values of the internal variables after a simple reset. The algorithm first traverses the EFSM model and in fact finds a simple path from the initial state to the other state and identifies the corresponding simple loops. A simple path is a path in a graph of an EFSM model which does not have repeating states. Similarly, a loop with no repeated states or transitions aside from the necessary repetition of the start and end state is a simple loop. After that, simple loops are combined into SP which contains the start state of simple loops, and every simple loop is utilized in a combination one time for each SP to generate SPs with loops. In order to facilitate the illustration, we denote this method as Path-Gen, and depict it in Figure 2.

In the Path-Gen algorithm, two type paths are generated, one type is SP which stored in the $SP$ _Result_, $SP$ _L_Result_ and $P$, another type is TP which stored in the $TPS$. $SP$s consist of states (e.g. $s_1s_2s_3s_4s_5$; in Figure 1) where TPs consist of transitions (e.g. $t_1t_2t_3$; in Figure 1). Firstly, the algorithm calls function Getall_SP($s_0, s_k$) to get simple state paths from $s_0$ to $s_k$ and stores in the $SP$ _Result_.

![Figure 1: INRES protocol EFSM model](image-url)
1: Algorithm Path_Gen
2: Input: store structure of EFSM model, roadList; state set S of EFSM
3: where s₀ is initial state;
4: Output: state paths set contains all SP, SPS; transition paths set contains all TP, TPS;
5: Goal: generate all transitions paths with one time loops from s₀ to other states;
6: \( \text{backList} := \emptyset \); //store the states have been traversed
7: \( \text{SP_Result} := \emptyset \); //store the simple paths
8: \( \text{CirList} := \emptyset \); //store the simple loops paths
9: for each state \( s_i \) in \( S \)
10: \{ Getall_SP(s₀,s_i);
11: for (each start-end state pairs \( t \) in CirList)
12: \( / t_s \) is the start state of \( t \) where \( s_j \) is end state, each \( t \) in CirList
13: // indicate that there exists simple loops from \( s_j \) to \( s_i \)
14: \( \text{SP_L_Result} \leftarrow \text{Getall_sp}(s_j,s_i); \)
15: for (each path \( sp \) in \( \text{sp_L_Result} \))
16: if \( p_i \) contains initial state of \( sp \)
17: \( \text{SP} \leftarrow \text{concatenate backList and destination_node}; \)
18: \( \text{CirList} \leftarrow \text{start-end state pairs of simple loops}; \)
19: \}
20: \}
21: \}
22: \}
23: \}
24: \}
25: \}
26: \}
27: \}
28: \}
29: \}
30: \}
31: \}
32: \}
33: \}
34: \}
35: \}

Figure 2. Pseudo code of the candidate path set generation algorithm

In the above process, start-end state pairs of simple loops (see line 32, Figure 2), that indicate the presence of loop paths from end state to start state, are identified and stored in CirList. Then, each start-end state pair that is stored in CirList is chosen to generate simple state paths from end state to start state as simple state loop paths. After that, simple state loop paths are combined into a simple path which contains the start state of simple loops (see lines 15-18, Figure 2). Finally, we developed a combination algorithm to expand multi-transition to transition path respectively, all the state paths with loops in SPS are transformed into transition paths with loops in TPS (see line 19, Figure 2). The details of the combination algorithm are not covered in this article due to limitation of space.

3.2 Feasibility Evaluation Strategy

A challenging problem of path-oriented test case generation on EFSM model is the existence of infeasible paths, that is to say there is no input data to traverse these infeasible paths. Unfortunately, these infeasible paths is generally undecidable[2]. The main cause of existing infeasible paths is due to the variable correlation among the actions and predicate conditions. Therefore exploring the correlation between actions and predicate conditions plays an important role in detecting infeasible paths. If a majority of infeasible paths can be detected on the TPS in advance, it will greatly improve the performance of test case generation by means of avoidance of infeasible paths. To detect the feasibility of paths that generated above, we extend Kalaji’s dependencies analysis values[3] and present a metric to evaluate the feasibility of a path. Furthermore, static data flow analysis technique is used to identify infeasible paths directly. Before giving a detailed description of our approach, we introduce some technical definitions and terms:

**Definition 3**: A TP is said to be a feasible transition path (FTP) if and only if it is possible to traverse each transition \( t_i \) in the sequential order in TP, where \( 1 \leq i \leq n \).

In general, the guard (predicate) of a transition has the form \( (e \gg op \gg e') \) where \( e \) and \( e' \) are expressions and \( op \) is the predicate operator (e.g. <, >, ≠, =, ≤, ≥). Given an expression \( e, \text{Ref}(e) \) denote the set of variables in this expression. According to \( e \) and \( e' \), the guard of a transition can be classified into the three types as follows:

1. \( g^p \): \( g^p \) is a comparison operation between a parameter and zero or more context variables; there exists \( p \in \text{Ref}(e) \cup \text{Ref}(e') \), where \( p \) is a parameter.
2. \( g^c \): \( g^c \) is a comparison operation among values of context variables; every element of \( \text{Ref}(e) \cup \text{Ref}(e') \) is a context variable.
3. \( g^{vc} \): \( g^{vc} \) is a comparison operation between a constant variable and an expression involving values of context variables; all elements of \( \text{Ref}(e) \cup \text{Ref}(e') \) are context variables, where \( e \) or \( e' \) is a constant.

An assignment operation that occurs in a transition \( t \) has the form of \( v \Rightarrow e \), where \( v \) is a context variable and \( e \) is an expression. An assignment to a context variable \( v \) can be classified into the types as follows:

1. \( op^p \): \( op^p \) assigns to \( v \) a value that depends on the parameter hence parameter \( p \in \text{Ref}(e) \).
2. \( op^c \): \( op^c \) assigns to \( v \) a value that depends only on one or more context variables hence all the elements of \( \text{Ref}(e) \) are context variables.
3. \( op^{vc} \): \( op^{vc} \) assigns a constant value to \( v \) hence \( e \) is a constant.

**Definition 4**: There exists a definition-p-use pair transition \( s_i \cdot t_j \) on a TP iff \( t_j \in \text{TP} \) has an assign statement to variable \( v \) and \( t_j \in \text{TP} \) has a predicate logic (guard) use on the variable \( v \) and the path from \( t_i \) to \( t_j \) not exist reassignment of \( v \), where \( 1 < i < j < n \), \( n \) is path length.

In order to achieve our objective, metric that evaluates the feasibility of a transition path is required. There are some factors that need to be considered when assigning a penalty value to definition-p-use transition pairs on a path. Firstly, it is always able to take a transition without predicate condition since no guards need to be satisfied. It has been known that comparison operator \( ≠ \) is easiest to be satisfied while \( = \) is the most difficult. Similarly, the guard type that occurs in definition-p-use transition pairs determines the degree that a predicate use transition can be impacted by a transition with variable definition.
For example, \( g^{=} \) is the guard type that is easiest to be satisfied since the parameter value can be assigned to satisfy this guard. On the contrary, \( g^{=} \) is the guard that is hardest to be satisfied. Furthermore, the assignment type of a definition transition should influence the complexity of a predicate use when a parameter value is involved but has a negative effect, especially when a constant value is involved. For formalization, we present Property as follows:

**Property 1:** Let \(<t_i, t_j>\), a definition-p-use pair on a path TP, \( t_i \) assigns statement to variable \( v \) with respect to constant value \( C_i \) and \( t_j \in TP \) has a predicate use on the variable \( v \) with respect to constant value \( C_j \), then the paths are infeasible in the following cases:

- **Case 1:** Where guard operator of \( g^{=} \) in \( t_i \) is \( \text{"=}\)”, if the constant value \( C_i \) is different from \( C_j \).
- **Case 2:** Where guard operator of \( g^{=} \) in \( t_j \) is \( \text{"}>)\)”, if the constant variable \( C_j \) \( \leq \) \( C_i \).
- **Case 3:** Where guard operator of \( g^{=} \) in \( t_j \) is \( \text{"}<\)”， if the constant variable \( C_j \) \( \geq \) \( C_i \).
- **Case 4:** Where guard operator of \( g^{=} \) in \( t_j \) is \( \text{"}\geq\)”， if the constant variable \( C_j \) \( < \) \( C_i \).
- **Case 5:** Where guard operator of \( g^{=} \) in \( t_j \) is \( \text{"}\leq\)”, if the constant variable \( C_j \) \( > \) \( C_i \).
- **Case 6:** Where guard operator of \( g^{=} \) in \( t_j \) is \( \text{"}\neq\)”, if the constant variable \( C_j \) is same to \( C_i \).

This property can be proved by reduction to absurdity and Case 2 is proved as follows. The other cases can also be proved using the same methods.

**Proof:** In the case 2, \( v \) is assigned constant value \( C_i \) in the form of \( v=C_i \) in transition \( t_i \) has the predicate use \( v>C_j \), if result of \( v>C_j \) is true, it can deduced that \( C_j \leq C_i \); this contracts with the original hypothesis that \( C_j \leq C_i \); therefore result of \( v>C_j \) is false, that means the path containing definition-p-use pair \(<t_i, t_j>\) is infeasible.

Beside the aforementioned cases, the suggested penalty values for evaluating the feasibility of a transition path are shown in TABLE I.

<table>
<thead>
<tr>
<th>Guard</th>
<th>(^{=})</th>
<th>(^{&lt;})</th>
<th>(^{&gt;})</th>
<th>(^{=})</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g^{=} )</td>
<td>8</td>
<td>12</td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td>( g^{&lt;} )</td>
<td>12</td>
<td>24</td>
<td>36</td>
<td>8</td>
</tr>
<tr>
<td>( g^{&gt;} )</td>
<td>20</td>
<td>40</td>
<td>60</td>
<td>2</td>
</tr>
<tr>
<td>( g^{=} )</td>
<td>12</td>
<td>24</td>
<td>36</td>
<td>2</td>
</tr>
<tr>
<td>( g^{&lt;} )</td>
<td>12</td>
<td>24</td>
<td>36</td>
<td>2</td>
</tr>
<tr>
<td>( g^{&gt;} )</td>
<td>12</td>
<td>24</td>
<td>36</td>
<td>2</td>
</tr>
</tbody>
</table>

When there is more than one condition in a guard of transition, the penalty value associated with this guard rest with the logical operator among these conditions. In these cases, we consider the “AND” operator with the sum of the penalties while the “OR” operator only the lowest penalty is used.

There are several test strategies for state-based model such as state coverage, all-transitions coverage, one-loop-paths coverage and all-paths coverage that require the generation of a set of FTPs in order to produce a test suite[5]. However, a stronger coverage criterion often requires a lot more test cases to satisfy it. In addition, from previous studies, it is shown that the covering array test case improves fault-detection efficiency with small number of longer test cases compared to shorter ones. Hence, for the purpose of finding a subset of path that has fewer paths, longer path length, goodness of feasibility and ease of triggering to cover all transitions of EFSM model from TPS, we present the metric as follows:

\[
f = \begin{cases} 
\sum_{i=0}^{k} v(d_{f_i}) & \text{if } \sum_{i=0}^{k} v(d_{f_i}) \neq 0 \\
0 & \text{if } \sum_{i=0}^{k} v(d_{f_i}) = 0 
\end{cases}
\]

where \( d_{f_i} \) is the definition-p-use transition pair of a path, \( v(d_{f_i}) \) is the penalty value of definition-p-use transition pair that listed in TABLE I and \( k \) is the number of definition-p-use transition pairs in a path. In addition, \( |TP| \) is the length of a path, \( d \) is a value that is used to adjust weight of path length in the metric. For the reason that a longer path has higher probability that it contains more definition-p-use transition pairs that can result in larger penalty value, denominator \( |TP| \) is the trade-off between path length and penalty value. However, if the sum of the penalty value of definition-p-use transition pair on a path equals zero \(( \sum_{i=0}^{k} v(d_{f_i}) = 0 )\) it means the path has best feasible probability because no definition-p-use interdependence exists among transitions. In this case, a longer path should get a lower penalty value to cover more transitions of an EFSM model, therefore the penalty value is assigned 0\(-\)\(|TP|\). This metric also is also easy to be expanded for other test coverage strategies.

The above formula is applied to evaluate the value of each path in the TPS, in order to put the formulas into implementation, we take advantage of a backward traverse algorithm on each path to identify definition-p-use pairs to compute penalty value \( f \). In the process of evaluation, the paths which contain incompatible definition-p-use pair according to one of the six cases in **Property 1** are considered infeasible hence it will be removed from the TPS. After that, the paths in TPS are sorted by \( f \) in ascending order. However, a subset of feasible path which cover all-transitions or other coverage strategies will be generated dynamically in the process of test case generation.

### 3.3 Test Case Generation Algorithm

Although the metric to predict the feasibility of a path is proposed in the foregoing section, it is still a proximity detecting method that cannot predict the infeasible path thoroughly. Consequently, we proposed a dynamic analysis method to detect infeasible paths, which is based on meta-heuristic search to detect infeasible paths during the test data generation. Table I presents the suggested penalty values for definition-p-use pair.
In fact, dynamic techniques cannot distinguish the feasibility of paths directly. In dynamic techniques, a common strategy is to limit the number and the depth of search. That is to say, if the input sequences that traverses a target path has not been found in the final period of the search, the path will be considered infeasible[6].

Figure 3. Pseudocode of test case generation on executable EFSM models

```
1: Algorithm TS_Gen
2: Input: sorted TPS;
3: Outputs: test suit Resultset and its corresponding feasible paths subset of TPS;
4: Corresponding outputs set O_p when generating test cases.
5: for each path p, in sorted TPS
6: { if (all transitions of model are covered) exit;
7:  if (p, contains transitions not be covered)
8:  { Tempset ← SS_Path_TC(p);
9:  if (Tempset covered p)
10:   { add Tempset into Resultset and record p ;
11:    update transition coverage information: ]]
12:  else
13:   skip and get next path;
14:  }
15: }
16: Solution set SS_Path_TC (transition path p)
17: { Generate an initial improved test cases Solution set P for p;
18:  while (iteration times= max iteration times)
19:  { Apply populations in P to executable model;
20:     Refset ← m best solution of P set;
21:     if (all paths value equals 100)
22:       { O_p ← outputs of executing populations;
23:         return Refset;
24:       }
25:  }
26:  while (B ← Combine solutions from RefSet and B≠Ø)
27:  { Improve solution in B;
28:     Apply populations in Refset to executable model;
29:     RefSet ← keep m best from RefSet ∪ B;
30:     if (all paths value equals 100)
31:       { O_p ← outputs of executing populations;
32:         return Refset;
33:       }
34:     }
35: clear P set;
36: P set ← Refset;
37: fill the P set with diverse solutions;
38: return Refset;
39: }
```

### 3.3.1 Executable EFSM model

An executable model is a model that is complete enough to be executed to simulate the behavior of the implementation system in real world, it can be tested as a prototype rather than an abstract diagram. In contrast to common static models, an executable model defines the dynamic behavior as part of the model. Through the use of execution semantics, executable model has the ability of models to be directly executable.

To make a static model executable, semantic analysis of expressions becomes the key issue to construct the executable model. When conditional expressions and action expressions on transitions of the EFSM model are parsed, the valid test cases involving input parameters, context variables and events can apply to the expressions on transitions of the path and acquire the outputs of transitions, hence an executable model has become similar to an executable program. The validity of test cases can also be verified by monitor executing trace during the test data generation. To achieve this goal, we utilize the excellent open java library JEval[7] to parse and evaluate dynamic and static expressions of an EFSM model. JEval can be used to parse mathematical, Boolean, String and functional expressions at run time and it supports most operators. When the EFSM model is at a certain state with the variable values and received input values or input events, if guard statement is parsed and valid, then the model takes the transition and moves to the succeeding state; in the process of transition, action statements are also parsed by JEval and current variable values may be changed, or also produce output events.

#### 3.3.2 Run-time Information Feedback Technique

Run-time Information feedback refers to information that is obtained during test execution. This technology was originally proposed by Miller and Spooner[8], their technique is applied to obtain execution feedback for code based testing. In our method, the initial test data is to be generated into a seed set randomly and executed on an executable EFSM model immediately. During its execution, feedback information obtained from the executable model is used to generate new, improved test cases.

The feedback information we collected in the process of applying a test case on a path of executable EFSM model to guide test generation is calculated as follows:

$$F_e = \frac{|SP|}{|TP|} \times 100$$  \hspace{1cm} (2)

where $|TP|$ is the length of a path which is a specified path to generate test cases while $|SP|$ is the length of a sub-path that is triggered from source transition sequentially by the current test case. If $F_e$ equals 100, that means the test case can trigger all transitions of the path, hence the test case is generated successfully.

#### 3.3.3 Scatter Search Algorithm

Scatter search is a population based meta-heuristic algorithm that begins to generate initial diverse solutions set via using a diversity generation method, each solution is processed by the improvement method and the resultant individual is added to the initial set. Then the best solutions from the initial set be selected to create the reference set and the most diverse in relation to the solutions already in the reference set. In the next step, solutions in the reference set are grouped into subsets of two or more individuals using the subset generation method. After that, solutions in each subset are combined to produce new individuals[9], and this combination process is defined by the solution combination method. The improvement method is applied to each new generated solutions, a reference set update method evaluates the new solution through execution feedback information to verify whether they can update the reference set, as they have better fitness value (See formula 2) than some solutions.
stored in the set. If so, the best solutions are included in the reference set and the worst solutions are dropped[10]. This loop is executed until a stopping condition is fulfilled or the final solution of the problem to solve is stored in the reference set.

The outline of the test case generation method that combines execution information feedback and scatter search template is shown in Figure 3.

Although the static analysis method has been proposed to evaluate the feasibility of a transition path and some incompatible paths are removed from TPS, it is still a proximity detecting method that cannot predict the infeasible path thoroughly. Therefore, a dynamic analysis technique is used in the process of test case generation. In the aforementioned algorithm TS_Gen, a path in TPS is picked up in sequence firstly to check whether the transitions of path have already been covered (see line 7, Figure 3); if so, this path is skipped and next path is chosen for the next iteration. Otherwise, test case generation process starts by means of Scatter Search template with aforementioned five steps (see lines 17-39, Figure 3). If test cases have not been found in the final period of the search, the path is also considered infeasible. The function SS_Path_TC is used to generate test cases for a specified path p_s in the process of scatter search, run-time information (see Formula 2) is calculated to guide the search. If the value of F_s equals 100 that means test cases for the p_s are generated successfully and the corresponding outputs of executing those test cases are recorded into O_p to create the test oracle.

IV. EMPIRICAL STUDY

In this section we present a detailed empirical study with the goal of determining whether test case generation with specified coverage criterion for an EFSM model can benefit from our technique. More specifically, the study is designed to empirically answer the following questions:

Q1: What is the effectiveness of our approach for test cases generation? How many transitions are covered in the model? How many paths in TPS are executed for test cases generation, and how many paths are valid?

Q2: What is the effectiveness of static analysis and dynamic analysis techniques for the path feasibility?

Q3: What is the time efficiency of the approach?

To answer the above questions, an empirical study is conducted using four popular EFSM models: Automated Teller Machine (ATM) [11], INRES protocol [12], Class 2 transport protocol [13], and SCP protocol [14]. ATM contains both a start and exit state, others are free of exit states. For generality, we do not consider that the path in the model with exit state must end in an exit state in our experiment.

4.1 Study Procedure

In order to achieve the experiment, firstly we extract the details of aforementioned four EFSM models (states, transitions, guard statement and action statement) and store the structure into files, then, the file will be loaded by our program one after another to generate test cases. The main configuration of Scatter Search algorithm we set is listed as follows:

1. Test data Solution set P size=50;
2. Refset size=2;
3. Max iteration times=20000;
4. SBXCrossover probability =1.0;
5. SBXCrossover Distribution Index=20.0

Max iteration times refer to the total count of evaluation time for each new solution, which is generated in Diversification Generation, Subset Generation and Improvement steps in the SS_Path_TC. Since all-transitions coverage criterion is specified in this article, Formula 1 is applied in the experiment and d is assigned 0.8 here.

Each test case starts with a source state in the EFSM model, the process ensures that the test suite satisfies the all-transitions coverage criterion (it is easy to expand to other model-based test criteria). For creating the test oracles automatically, outputs associated with each individual test case also recorded for these test cases. In addition, to address the Q1, we record some additional statistical data when the program is running. The results are listed in Table II.

State number and transition number is the property of the subject model, number of TPS is the count of paths generated by the Path_Gen algorithm, since there are more multi-transitions between same start state and same end state on ATM model and Class 2 protocol (e.g., self-loop s_1 to s_1 has 9 transitions in Class 2 model), number of TP on these two models is also relative larger. Number of sorted TPS is the count of paths after removing infeasible paths that were identified by static analysis. FTP number of the result set is the count of feasible transition paths that were selected in the process of test case generation to achieve all-transitions coverage. However, as shown in Table II, 100 percent transition coverage ratio is difficult to achieve for path-oriented testing on EFSM model, because of the existence of loops (self-loops), e.g., in ATM model, transition t_3 cannot be covered because there are three times self-loop transition t_2 are need to trigger t_3, thus only TP t_1 t_2 t_3 can be triggered. TPS only contains t_1 t_2 t_3 since the path contains loops or self-loops only one time by means of our paths set generation algorithm. Although Chan-son et al. [15] made some efforts to determine how many times the loop should be repeated so that test cases become executable. This method is not appropriate for complicated EFSM models and cannot be used if the number of loop iterations is not known. Similar situation also occurs in other models, SCP model achieve lowest coverage ratio among the four EFSM models.

In order to illustrate the advantage of using static analysis in our method, we achieve the experiment of test case generation without static analysis technique. It is means that the TS_Gen algorithm is applied to generate the path set without the evaluation process, the infeasible paths identified by static analysis technique are kept and the path set is also not to be sorted. Since there are tiny differences in execution time of the test case generation of the model, for the purpose of illustrating the problem precisely, we run the program 30 times for every model and calculate its average value of execution time. The experiment results (see Table III) show that the method combining static analysis and dynamic
analysis technique improved the performance greatly. In the SCP model, 12 paths are reduced and the valid paths achieved the same coverage ratio are also reduced; in the CLASS 2 model 14 paths are reduced. The correlation among transitions in the ATM and INRES models is relatively simple, therefore the executed path and valid path were reduced minimally; however, the execution time and the iteration times of feasible transition path (FTP) were reduced greatly. The experiment results also answer the Q3, the execution time of test case generation is completely acceptable for all-transition coverage of the model in our experiment configuration.

To address Q2 and achieve further analysis of the results of Table II, we remodeled the TS_Gen algorithm to apply for all paths in TPS (including infeasible path identified by static analysis). In this experiment we also run the program 30 times for every model. Figure 4 shows the number of infeasible paths identified in test generation process contrasted with that of the static analysis process in our experiment. It shows that static analysis techniques can only detect a part of an infeasible path, and the structure of the EFSM model also affects the number of infeasible paths. For example, there are six infeasible definition-p-use pairs in INRES model whereas no infeasible paths are detected because all these definition-p-use pairs are not contained in one transition path when generating paths via Path_Gen algorithm. However, the method that combines static analysis technique and dynamic analysis technique can speed up the process of test case generation greatly.

V. RELATED WORK

Some methods have been proposed for the purpose of test sequence generation from EFSM models [12][16]. They focused on test sequence generation with data flow testing and control flow has been ignored or considered separately. Other methods that test from an EFSM model using FSM-based testing techniques [17][18]. However, the number of states in the resulting FSM can be subject to explosion. While there has been work on transforming an EFSM to one that has no infeasible paths [19][20], the approach converts a class of EFSM into consistent EFSM in order to enable test sequences generation. However, it has only been achieved for EFSMs in which all operations and predicate statements are linear and has exponential complexity. Moreover, the approach does not provide a technique to generate input test sequence that will test the generated paths.

Derderian et al. [21] give a fitness function that estimates the feasibility of a path. Kalaji et al. [22] introduced the approach of generating feasible transition paths that are easy to trigger with a genetic algorithm. However, adequacy coverage criterion has not been considered in the literature, and the path length should be determined in advance. Leficaru et al. [23] proposed a fitness calculation method to derive test data from a state machine. The approach of fitness calculation is based on Tracey et al. research [24]. However, in some cases, this approach does not always provide a sufficient guidance.

Some meta-heuristic techniques have been used to generate test data; Genetic Algorithms are most popular. Another meta-heuristic technique that can be applied to automated test case generation is scatter search. However, the only articles that use the scatter search technique to automate the generation of test cases in [10][25], which use this technique to obtain branch coverage. The scatter search

---

**Table II. The Statistics Result of Four Objective Models**

<table>
<thead>
<tr>
<th>Subject model</th>
<th>State number</th>
<th>Transition number</th>
<th>number of TPS</th>
<th>number of sorted TPS</th>
<th>input parameters</th>
<th>FTP number of result set</th>
<th>Covered transitions</th>
<th>Coverage ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATM</td>
<td>9</td>
<td>23</td>
<td>349</td>
<td>172</td>
<td>6</td>
<td>16</td>
<td>22</td>
<td>95.6%</td>
</tr>
<tr>
<td>INRES protocol</td>
<td>8</td>
<td>18</td>
<td>109</td>
<td>109</td>
<td>2</td>
<td>10</td>
<td>18</td>
<td>100%</td>
</tr>
<tr>
<td>Class2 protocol</td>
<td>6</td>
<td>21</td>
<td>334</td>
<td>320</td>
<td>10</td>
<td>16</td>
<td>20</td>
<td>95.2%</td>
</tr>
<tr>
<td>SCP protocol</td>
<td>4</td>
<td>8</td>
<td>29</td>
<td>18</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>75%</td>
</tr>
</tbody>
</table>

**Table III. Experiment Result Comparison Between Test Case Generation With Static Analysis and Test Case Generation Without Static Analysis**

<table>
<thead>
<tr>
<th>Model &amp; Method</th>
<th>Subject model</th>
<th>Executed path number</th>
<th>FTP number</th>
<th>FTP iteration times</th>
<th>Execute time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without static analysis technique</td>
<td>ATM</td>
<td>18</td>
<td>16</td>
<td>1600</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>CLASS 2</td>
<td>44</td>
<td>16</td>
<td>2522</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>INRES</td>
<td>11</td>
<td>10</td>
<td>11954</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>SCP</td>
<td>22</td>
<td>3</td>
<td>1022</td>
<td>29</td>
</tr>
<tr>
<td>With static analysis technique</td>
<td>ATM</td>
<td>17</td>
<td>16</td>
<td>1600</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>CLASS 2</td>
<td>30</td>
<td>16</td>
<td>2016</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>INRES</td>
<td>10</td>
<td>10</td>
<td>7650</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>SCP</td>
<td>10</td>
<td>2</td>
<td>816</td>
<td>13</td>
</tr>
</tbody>
</table>

![Figure 4. Comparison result of infeasible paths that were identified by static analysis and dynamic analysis](image)
algorithm which has been compared with Genetic Algorithms (GAs) in some problems, producing high quality solutions in fewer evaluations than GAs [26].

VI. CONCLUSIONS AND FUTURE WORK

This article presented a novel approach to generate test cases on EFSM model for achieving adequacy coverage criterion. This approach integrates static analysis and dynamic analysis technique to address an important problem in test data generation for an EFSM model. Moreover, we developed an executable EFSM model via semantic analysis of expressions to support run-time information feedback technique to generate test cases. Depending on the advantage of using an executable model, automatic generation of oracle information becomes available. The experimental results show that our method has good effectiveness for test case generation on EFSM model, and the method that combines static analysis technique and dynamic analysis technique can speed up the process of test case generation greatly.

It should be noted that our experimental results are still preliminary. In our future study, we intend to utilize the multi-objective optimization to trade-off the contradiction among path length, penalty value of feasible evaluation and coverage ratio of a path. In addition, more static analysis technique would be used to deal with infeasible paths and improve the ratio of coverage criterion.
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